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ABSTRACT

Astrategytoevaluateane@extsystanlsfoxmlated The
strategyproposedlsbasedonfnduganequlvalentclasmflertoan
expert system and evaluate that classifier with respect to an optimal
classifier, a Bayes classifier.

'nn.spapershowsthat forthexulescorsmeredthatanequlvalent
classifier exists. Also, a brief consideration of meta and meta-meta
rules is included. Also, atammnyofexpertsystansmpmserrtedarﬂ
an assertion made that an equlvalem: classifier exists for each type of
azpertsystenmthetaxamlymﬂxassocmtedsetsofmﬁerlyug

assumptions.
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1. INTRODUCTION

Itlstheptnposeofthlspapertofonulateaformlmathematlml
relatlonshlp between an expert system and a classifier. If indeed the
relationship is unique and constructable, then one will be able to
evaluateanexpertsystembycarparmgthatsystemtoaBayeslanclas—
sifier which is by definition the best estimate.

Inozdertoformzlateagetmalmltcmemstdevelopadefm—
tion of an expert system and a taxonamy of special types of expert
systems. I have selected my glossary fram a document prepared for
Electric Power Research Institute entitled, Approaches to the
Verification and Validation of Expert gLstems [1].

'memajorpl.u-poseofthlspaperlstodevelopatheoretlcal

foundation for evaluating expert systems.
2. DESCRIPTION OF EXPERT SYSTEMS

A mumber of definitions of expert systems are found in Artificial
Intelligence literature, but the most informative, yet concise one
seems to be the follow:mg First, they perform large, tediously
canplicated and sametimes difficult tasks at expert levels of per-
formance. Second, they emphasize damain specific problem-solving
strategies overthemoregeneral 'weak methods’ of AI. Third, they
employ rules of self knowledge to dynamcnlly consider their own
inference process ard provide explanations or justifications for
conclusions reached.

Anacpertsystanusuallyconsmtsoffammamparts as shown in
Figure 1.

1. Knowledge Base(s) of structured damain facts and their
relationships and heuristics (problem—solw.ng rules),

2. Inference Eng:.ne(s) for oontrollmg the application of facts,
relationships, and heuristics in solving the problem(s) at hand,
usually under the control of an overall Meta-Controller module,

3. Problem Data Base of information about the problem being
solved and the history of the solution process, and

4. User Interface prov1d1ng results/status displays, explana-
tions, and interaction facilities for user

Either AT or Conventional softwaretequtmcznbeusedforme
storage management of the problem data base and the control of the use
J.nterface, hrtAIprogranmmgtedumquesarealwaysusedforrepre—
senting the knowledge base(s) and developmg the inference engine(s).

In the sections that follow, the differences between expert
systensandcorwentlonalsoftwareandttwtypesofe@ertsystans with
wssed:wpecttotheeaseofvenfymganivalldatngﬂm will be dis-

2.1 Differences From Conventional Software

Camputer scientist claim that expert systems differ from conven—
tmnalsoftwareprogramsbothmthetyp&sofproblenstheysolveand
their internal structure. I.Jkeahtmana:pert the expert system has
to accommodate information that is incamplete, erroneous, or mislead-
ing. Yet, a choice of an action or decision among several alternatives
mstbemade 'Iheyalsoclannthatacorwerrtlonalsoftwampmgram
works correctly only when inputs are camplete, of the proper syntax,
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and the problem is ambiguous. These claims are not at all cbvious to
others in other discipline who view AT and AI tools as simply camputer
language and an approach to helping solve important engineering
problems. However, acpertsystatsarﬂtheirrulebasedoesposesmre
new specific problems in evaluation of software. The problems expert
systems are designed to solve generally fall into the following
categorles interpretation, predictian, diagnosis, design, plann;i_rg,

toring, debugging, repair, instruction and control. Notice, each
of these categories contain a function of cbserving, recognizing and
may include a call for action.

systems have many structural similarities with conventional

software in the modules which perform conwventional tasks such as input
problem data processing, data management, and user interface display
processing. However, the core of expert systems, including the
knowledge bases and inference engines, can be different. Symbolic
representation techniques are primarily used to represent knowledge
versus conventional software’s mmeric or table-based techniques for
representing information. These symbolic representations include
information about relationships between data items and data item
aggregations and information about heuristics (procedures and rules)
for problem solving, which are not represented in conventional data
bases. Expert systems are developed to solve problems which may not
have easily formalized or algorithmic solutions, so the problem-solving
apparatus (inference engines) must use unconventional methods, in-
cluding heuristic-guided search, symbolic inferencing, generation and
test of solutions, and constraint-based reasoning.

It is these differences from conventional software which make
expert systems interesting and applicable, and yet also less easily
tested, verified and validated. Because their solution methods are
often potentially unbounded and not prescribed in a straightforward
"recipe" format like conventional solution methods, they are therefore
harder to "“prove" correct. T

2,2 Expert System Types

There are many ways of dividing expert systems into types, by
application, by method of reasoning, etc. Examples of these groupings
are found in Table 2-1 and Figure 2-1. In this discussion, expert

will be divided into types relative to the camplexity and
difficulty of performing V&V on each type. The types are listed in

Table 2-0.
TABLE 2-0.- EXPERT SYSTEM TYPES
NUMBER NAME

Simple, based on Codified Knowledge
Simple with Uncertainty Handling
Simple, based on Elicited Knowledge
Elicited with Uncertainty Handling
Camplex

Camplex with Uncertainty Handling

The first type of expert system, Simple, is developed through the
straightforward encoding of validated and verified decision tables
and/or procedure trees. Its search space is small and examined with
exhaustive search techniques or large and factorable and examined with

AW
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Table 2-1

GENERIC CATEGORIES OF KNOWLEDGE
ENGINEERING APPLICATIONS

Category

Problem Addressed

Interpretation
Prediction
Diagnosis
Design
Planning
Monitoring
Debugginé
Repair -
Instruction

Control

Inferring situation descriptions from sensor data
Inferring likely consequences of given situations
Inferring system malfunctions from observables
Configuring objects under constraints

Designing actions

Comparing observations to plan vulnerabilities
Prescribing remedies for malfunctions

Executing a plan to administer a prescribed remedy
Dianosing, debugging, and repairing student behavior

Interpreting, predicting, repairing, and monitoring
system behaviors
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Prescriptions

Small Solution Space
Data Reliable & Fixed
Reliable Knowledge

1
Requirements———)

Exhaustive Search
Monotonic Reasoning
Single Line of Reasoning

Unreliable Data or
Knowledge

Time-Varying Data

Combining Evidence from
Multiple Sources
Probability Models
Fuzzy Models
Exact Models

State-triggered
Expectations

Big, Factorable
Solution Space

Hierarchical

Generate-and-Test

9
No Evaluator for Single Line of Reasoning
Partial Solution Too Weak
Fixed Order of Multiple Lines of
Abstracted Steps Reasoning
10

No Fixed Sequence
of Subproblems

Single Knowledge Source
Too Weak

Abstract Search Space

Suproblems Interact

Constraint Propogation
Least Commitment

Efficient Guessing
is Needed

Belief Revision for
Plausible Reasoning

Figure 2-1.

Heterogeneous Models
Opportunistic Scheduling
Variable-Width Search
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Representation Method
Too Inefficient

Tuned Data Structures
Knowledge Compilation
Cognitive Economy

Expert System Types Based on Reasoning Methods




enumerative search techniques, for which pmofsexlstofthebest
answer. Asmglelmeofreasmnglsusedandreasommlsmmlc,
approaching a le, best answer. This type roughly corresponds to
typeslB,and4mF1gure2-1.

The most feature besides simplicity for this type is
that the knowledge to be encoded into the expert system has
been written down in same form and tested for correctness. If the
codified decision tables or procedure trees must be augmented with
ru'g—prcvedhmledge then the expert system does not fall into this
type ca . So,V&Vofthlstypeofexpertsystanmvolvesnerely
proving that it correctly represents and uses the knowledge, not that
the knowledge itself is correct.

The second type of expert system, Simple with Uncertainty
Handl.ug has the features of simplicity and proven knowledge in com—
mon with the first, hxtalsomludscertaintyfactors fuzzyloglc,

ilities, or same other method of dealing with uncertain infor-
mation. mlstypeofexpertsystenm.x;hlycorresporﬂstoqpeZm
Flgurez-l. 'Iherearetwogeneraltypaofmnertalnty umertamty
on the existence or value of knowledge items or their relationships
ardmmoertamtymthemles, reflect:.ngtheexpertsmbertalntyof
theappllmbllltyofthemlemtheantecederrtcondltmrsorthe
agmcpnateness of the conclusions. Expert systems may incorporate
elthe.rorboﬂlfomsofmcertaurty Iherearevanwsmethodsof
carbining certainty factors which may be used alane or in cambination
in an expert system. The decision of which cambination function(s)
touseiscarplexardrequlmanalysmandjudguentonthepaxtof
the knowledge engineer and expert and effects the reliability of the

Evenﬁthereaustpre—prcvenuncertamtyvalusmhwle&;e
items or rules, the method of cambining those factors most-likely is
not pre-proven and tested. And, usually, the values themselves do
mtpxe—austandmstbeellmtedfmexperts An example is the
Probability Risk Assessment (PRA) prior event probabllltles. Even
though these probabilities pre-exist and have been determined to be
correct,tothebeﬁt]qmledgeofexperts how the probabilities can
be cambined and what probabilities to place on rules have not been

and tested. Therefore, uncertainty handling campli-
catstheV&VofsmpleexpextsystansbyadhngtheneedtoV&Vthe
certamtyfacborsardthelrcadomatlm method(s) .

The third type of expert system, Smplebasedellcn.ted
Knowledge, mprobablyﬂemstcammtypemmstane The sim-
plicity of the prevmus two types is still evident, probably because
an expert system building tool or envirorment was used to develop the
systan. However, the knowledge (1tansarﬂrules),orscmeporumof
it, doesmtpne—e:ustmatestedfommﬂmstbeellmtedfrcm
usuallymeatpert. Successive prototypes are developed and tested
to verify that the knowledge required to solve the problem is actually
being elicited and that it is encoded properly.

The fourth type of expert system, Elicited with Uncertainty
Handling,lsacmbmatlmofthesecordammm Its knowledge has
beene11c1tedfzmanexpertard1tmclud&scertamtyfactors An
exanpleoftmstypeofexpertsystanlsthenycmsystenmthefleld
of medical diagnosis developed by Stanford University. V&V of this
typeofexpertsystanwmldmludetest:mtbecon'ectn&ssofﬂxe
knowledge, the correctness of the knowledge implementation, the
correctnssofthemnertamtyfactors,arﬂthecoxrecmssofthe
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uncertainty cambination functions(s).

The fifth type of expert system, Camplex, eliminates all or same
of the simplicity assumptions of the previous four, as listed in the
description of the first type of expert system. The search space(s)
can be infinite or large and unfactorable, subproblems within the
problem may interact in various ways, constraint-based reasoning may be
used to limit search and miltiple lines of reasoning may be pursued to
independently produce candidate answers. This type of expert system
roughly correspards to types 5-11 in Figure 2-1. Usually the know-
ledge 1s elicited from more than one expert, so conflicting heuristics
may arise. Also, usually expert system building tools are not used to
implement these systems because the tools do not allow the complexities
to be huilt in.

Examples of the fifth type of expert system include autonomous
vehicle control and battle management applications, such as those in
the Strategic Camputing Program funded by the Defense Advanced Research
Projects Agency (DARPA, 1986). Expert systems of this type are just
now beginning to work in a primitive form, and V&V of these systems is
still a research issue. It is very unlikely that this type of expert
system will be developed for non-military application any time in the
near future, so V&V of this type of expert system will not be discus-

sed.

The sixth type of expert system, Camplex with Uncertainty
Handling, adds the camplicating factor of uncertainty handling to the
fifth, making V&V even more impossible and even more of a research
issue. This type also will not be discussed.

3. THE MAIN RESULT

Consider a simple expert system represented by the following rules
involvi twocomitionsg;uandczwhidxmnocamorfailtoocamard
four actions Ao, Al’ Az, A3 I

RO If Cll\Cz, then Ao,
If ;AC,, then ),
If Cll\cz, then A2, and
If C,AC,, then A,
which can also be represented in vector notation
If (0, 0), then (0)
If (0, 1), then (1)
If (1, 0), then (2)
RB If (1, 1), then (3)

Note that the set of rules { RO, R1, R(2), R(3) } can be thought of and
modeled by a function R

88 8

8 8 8

R: (rl, rz) - { 0,1,2,3 }

where r

landrzé{o,l}
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Suppose further that Py = Pr [C;AG,] ,
p, = Pr [CAG,),
Py = Pr [;AG] , and

p, = Pr (G AG] ,
amtheaprioriprobabilitiesﬂuatthesystanaxeinthemspective

s So = CNG
5, =&,
S, =G AC, , and
Sy = C1AC, .

Also let data be taken to make a decision as to which state the
system belongs. The data can be vector valued, deperdent or indepen-
dent, known exactly (deterministic) or cbservable (randam). In order
to determine if C, occurs, we follow the usual logic of statistical

classification theory [2]. Here if '
= (X, X0 +ee xp)T and Y= (Y, Yy, -ees Yq)T
denctes the cbservations, then the recognition rules are

‘RR1 IfX@Rl,thenCl

If X§ Ry, then ¢

RR2 Ifyénz,thencz-eo;
IfY§R, thenC, = 1.

A
Weusethemtatimcjtodenotethatweestimtethevalueofcj

and do not know that value exactly. The classification regions Rl and
R2 are selected by the expert or optimally as Bayes regions.

Note that the set of rules when described as above is equivalent
to a classical statistical classification prablem. We know the solu-
tion to this problem; that is, the best classifier is a Bayes classi-
fier. A Bayes classiﬁerisoneinwhichtl'mer'egionsRlandR2 are
selected judiciously to assure that the expected costs of misclassi-
fication are minimized.

Probabilities that an expert system camnits errors can now be

when the probability density functions £(x) and f£(y) of X and
Y are known. That is,

0. .
1.

N
‘0
|

=0 | =1]=Sf(x)dx
G R L

N
‘0
"

2 M%=n=i§mw
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and the probability of not making an error is given
Pr[31=o jc1=01 =Sfo(x)dx

Pr [C, =0 |c2=01=;2f0<y>dx

Note that if X and Y are independent then various cambined prob-
abllltlescnnbeccnp.ttedeasny. IfXarxiYaremtuﬂepe:ﬁentﬂm
the joint probability density function is required.

One can stack the observations into a new random vector Z = (x,y)
and establish Z as the data vector. This form allows one to consider
the effect of the covariance structure of X and Y.

Suppose one introduce same "beliefs" concerning the rules. Iet us
model them in the following form.

Pr[ROistJ:ue]=q0
RB; Pr(Rl is true] = q;
Pr[R2ist:.n:1e]=q2
Pr[R3istrl.1e]=q3

This in many applications can affect the action, that is, the
actions are modified to
RO If Cll\c , then Pr[Aj] = q,
and Pr[A;] = 1-q,
R If QA C,, then Pr(A)] = q
and Pr[A]] = 1-q;,
R2 If C;AC,, then Pr[A)] =gq,
and Pr[Aé] = 1-q,, and
R3 If CAC,, then P[A;] =q,
and Pr(A:;] = 1-q,
'nmerulemnbemodelledasstoduastlcactlonswhlmareamhed
with a spec:Lfled probablllty This formulation introduces the concept
of stochastic actions. 'Itusmttmmgeneratsareqmrementforcon—
flict resolution rules for handlmg uncertainties of this type. TO
example consider the following two types of conflict resolution rules.
CRR1l: If q)1-q, then select action A, if q¢1-q, select action .

CRR2: Iftheexpectedcostoonlsgreaterthanexpectedcostoon
select:A(’); J.fnotA0
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CRR3: Generate a uniform random nmumber N on the interval [0,1], if 0 ¢
N<qthenselectacl:1mA0 if q<N<g1l, thenselectAo

The first two rules are deterministic rules while CRR3 is a sto-
chastic rule. Clearly, these rules can be extended to more than two
actions per rule.

Whatwehavedonelsglvenapremsefornulatlmofane(pert
system which in turn gives a mathematical model for evaluating the
expert system as campared with on optimal Bayeslan classifier.

Iet us now consider the problem of evaluation. Ilet

R, = {X; X$XX}
R, = (Y; Y<Y $Y)
then we see that directly

RN
RzXAon‘*z
Al A A
X X X

Fiqure 3.1. The (X Y) plane partﬁloned into action regions based
on an Expert System i
X€R1anc1!{éR2 then A,
X€R and Y& R,, then A,
x§R1andY€=R2,thenA2
X§R, and Y§ R,, then A,
whereRlarxiRzareﬂxeregimsdefinedbyﬂmeexpert.
However, a Bayesian classifier would give different regions R,and
Rz,ﬂueoptimlregims. See Fiqure 3.2. «
Y

<

{=<
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Figure 3.2. The (X,Y) plane partition into action regions based
on Bayesian classifier.

Now consider the following meta rule and a meta-meta rule:
MR1l: If after K trials

Mok
2

=
>

occurs K, times
then replace ( a’s are preselected known parameters),
Py with agP, + (1-a,;) Ky/K
P, with a,p, + (1-a,) K,/K
P, with a,P, + (1-a,) K/K
Py with a;P; + (1-a,) K3/K
and compute new regions R, and R,.
MMR1: Iet K(j) = K + j 50.

The argument appears reasonable that an expert system can be
modelled mathematically by finding an equivalent classifier and the
expert system can then be evaluated by evaluating that classifier.

4. OONCIUDING REMARKS

=

2 012 0

|

e
> >
UATIGEN T

'metypesofexpertsystenslistedinTablez.z-arddisaJssedin
Section 2 ofthisgapermymnbedefjnedpreciselybydefiningan
associated classifier when different amount and/or kind of knowledge

differs.
This allows evaluation of expert systems to be done in a direct
way compatible with the theory of classification.
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